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Chapter 1 

An Introduction to Multi-Agent Systems 

P.G. Balaji and D. Srinivasan 

Department of Electrical and Computer Engineering 
National university of Singapore 

g0501086@nus.edu.sg, dipti@nus.edu.sg 

Summary. Multi-agent systems is a subfield of Distributed Artificial Intelligence 
that has experienced rapid growth because of the flexibility and the intelligence 
available solve distributed problems. In this chapter, a brief survey of multi-agent 
systems has been presented. These encompass different attributes such as 
architecture, communication, coordination strategies, decision making and 
learning abilities. The goal of this chapter is to provide a quick reference to assist 
in the design of multi-agent systems and to highlight the merit and demerits of the 
existing methods.  

Keywords: Multi-agent systems, Agent architecture, Coordination strategies 
and MAS communication. 

1   Distributed Artificial Intelligence (DAI) 

Distributed artificial intelligence (DAI) is a subfield of Artificial Intelligence [1] that 
has gained considerable importance due to its ability to solve complex real-world 
problems. The primary focus of research in the field of distributed artificial 
intelligence has included three different areas. These are parallel AI, Distributed 
problem solving(DPS) and Multi-agent systems (MAS). Parallel AI primarily refers to 
methodologies used to facilitate classical AI [2-8] techniques when applied to 
distributed hardware architectures like multiprocessor or cluster based computing. 
The main aim of parallel AI is to increase the speed of operation and to work on 
parallel threads in order to arrive at a global solution for a particular problem. 
Distributed problem solving is similar to parallel AI and considers how a problem can 
be solved by sharing the resources and knowledge between large number of 
cooperating modules known as Computing entity. In distributed problem solving, 
communication between computing entities, quantity of information shared are pre-
determined and embedded in design of computing entity. Distributed problem solving 
is rigid due to the embedded strategies and consequently offers little or no flexibility. 

In contrast to distributed problem solving, Multi-agent systems (MAS) [9-11] deal 
with the behaviour of the computing entities available to solve a given problem. In a 
multi-agent system each computing entity is referred to as an agent. MAS can be 
defined as a network of individual agents that share knowledge and communicate 
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with each other in order to solve a problem that is beyond the scope of a single agent. 
It is imperative to understand the characteristics of the individual agent or computing 
entity to distinguish a simple distributed system and multi-agent system. 

The chapter is organized into nine sections. Section 2 gives a brief overview  
of an agent and its properties. The characteristics of multi-agent system is given in 
section 3. Section 4 shows the general classification of MAS based on their 
organization and structure. Section 5 gives details of various mechanisms used in the 
communication of information between agents. Section 6 gives details of the decision 
making strategies used in MAS and is  followed by the coordination principles in 
section 7. Section 8 gives an insight into the learning process in multi-agent systems,. 
The advantages and their disadvantages are highlighted. These are followed by 
section 9 which contains some of  the concluding remarks. 

2   Agent 

Researchers in the field of artificial intelligence have so far failed to agree on a 
consensus definition of the word "Agent". The first and foremost reason for this is due 
to the universality of the word Agent. It cannot be owned by a single community. 
Secondly, the agents can be present in many physical forms which vary from robots to 
computer networks. Thirdly, the application domain of the agent is vastly varied and 
it is impossible to generalize. Researchers have used terms like softbots (software 
agents), knowbots (Knowledge agents), taskbots (task-based agents) based on the 
application domain where the agents were employed [12]. The most agreed definition 
of agent was that of Russell and Norvig. They define an agent as a flexible 
autonomous entity capable of perceiving the environment through the sensors 
connected to it. These act on the environment through actuators. The definition 
provided does not cover the entire range of characteristics that an agent should 
possess. It can be distinguished from expert systems and distributed controllers. Some 
important traits that differentiate an agent from simple controllers are as follows. 

Situatedness: This refers to the interaction of an agent with the environment through 
the use of sensors and the resultant actions of the actuators. Environment in which an 
agent is present is an integral part of its design. All of the inputs are received directly 
as a consequence of the agents interactions with its environment. The agent's directly 
act upon the environment through the actuators and do not serve merely as a meta 
level advisor. This attribute makes differentiates it from expert systems in which the 
decision making node or entity suggests for changes through a middle agent and does 
not directly influence the environment.  

Autonomy: This can be defined as the ability of an agent to choose its actions 
independently without external intervention by other agents in the network (case of 
multi-agent systems) or human interference. These attribute protects the internal states 
of agent from external influence. It isolates the agent from instability caused by 
external disturbances. 

Inferential capability: The ability of an agent to work on abstract goal specifications 
such as deducing an observation by generalizing the information. This could be done 
by  utilizing relevant contents of available information.  
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Responsiveness: The ability to perceive the condition of environment and respond to 
it in a timely fashion to take account of any changes in the environment. This latter 
property is of critical importance in real-time applications. 

Pro-activeness: Agent must exhibit a good response to opportunistic behaviour. This 
is in order to enhance actions that are goal-directed rather than just being responsive 
to a specific change in environment. It must have the ability to adapt to any changes 
in the dynamic environment. 

Social behaviour: Even though the agent’s decision must be free from external 
intervention, it must still be able to interact with the external sources when the need 
arises to achieve a specific goal. It must also be able to share this knowledge and help 
other agents (MAS) solve a specific problem. That is agents must be able to learn 
from the experience of other communicating entities which may be human, other 
agents in the network or statistical controllers.  

Some other properties that are associated with the agents include mobility, 
temporal continuity, collaborative behaviour etc. Based on whether a computing 
entity is able to satisfy all or a few of the above properties , agents could be further 
specified as exhibiting either weak or a strong agency. 
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Fig. 1. Typical building blocks of an autonomous agent 

It is however extremely difficult to characterize agents based only on these 
properties. It must also be based on the complexity involved in the design, the 
function which is to be performed and rationality which is exhibited.  

3   Multi-Agent Systems 

A Multi-Agent System (MAS) is an extension of the agent technology where a group 
of loosely connected autonomous agents act in an environment to achieve a common 
goal. This is done either by cooperating or competing, sharing or not sharing 
knowledge with each other.  
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Multi-agent systems have been widely adopted in many application domains 
because of the beneficial advantages offered. Some of the benefits available by using 
MAS technology in large systems [13] are 

 

1. An increase in the speed and efficiency of the operation due to parallel 
computation and asynchronous operation 

2. A graceful degradation of the system when one or more of the agent fail. It 
thereby increases the reliability and robustness of the system 

3. Scalability and flexibility- Agents can be added as and when necessary 
4. Reduced cost- This is because individual agents cost much less than a 

centralized architecture 
5. Reusability-Agents have a modular structure and they can be easily replaced in 

other systems or be upgraded more easily than a monolithic system 
 

Though multi-agent systems have features that are more beneficial than single agent 
systems, they also present some critical challenges. Some of the challenges are 
highlighted in the following section. 

Environment: In a multi-agent system, the action of an agent not only modifies its 
own environment but also that of its neighbours. This necessitates that each agent 
must predict the action of the other agents in order to decide the optimal action that 
would be goal directed. This type of concurrent learning could result in non-stable 
behaviour and can possibly cause chaos. The problem is further complicated, if the 
environment is dynamic. Then each agent needs to differentiate between the effects 
caused due to other agent actions and variations in environment itself. 

Perception: In a distributed multi-agent system, the agents are scattered all over the 
environment. Each agent has a limited sensing capability because of the limited range 
and coverage of the sensors connected to it. This limits the view available to each of 
the agents in the environment. Therefore decisions based on the partial observations 
made by each of the agents could be sub-optimal and achieving a global solution by 
this means becomes  intractable.  

Abstraction: In agent system, it is assumed that an agent knows its entire action space 
and mapping of the state space to action space could be done by experience. In MAS, 
every agent does not experience all of the states. To create a map, it must be able to 
learn from the experience of other agents with similar capabilities or decision making 
powers. In the case of cooperating agents with similar goals, this can be done easily 
by creating communication between the agents. In case of competing agents it is not 
possible to share the information as each of the agents tries to increase its own chance 
of winning. It is therefore essential to quantify how much of the local information and 
the capabilities of other agent must be known to create an improved modelling of the 
environment. 

Conflict resolution: Conflicts stem from the lack of global view available to each of 
the agents. An action selected by an agent to modify a specific internal state may be 
bad for another agent. Under these circumstances, information on the constraints, 
action preferences and goal priorities of agents must be shared between to improve 
cooperation. A major problem is knowing when to communicate this information and 
to which of the agents.  
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Inference: A single agent system inference could be easily drawn by mapping the 
State Space to the Action Space based on trial and error methods. However in MAS, 
this is difficult as the environment is being modified by multiple agents that may or 
may not be interacting with each other. Further, the MAS might consists of 
heterogeneous agents, that is agents having different goals and capabilities. These 
may be not cooperating and competing with each other. Identifying a suitable 
inference mechanism in accordance of the capabilities of each agent is crucial in 
achieving global optimal solution. 

It is not necessary to use multi-agent systems for all applications. Some specific 
application domains which may require interaction with different people or 
organizations having conflicting or common goals can be able to utilize the 
advantages presented by MAS in its design.  

4   Classification of Multi Agent System 

The classification of MAS is a difficult task as it can be done based on several 
different attributes such as Architecture [14], Learning [15][16][17], Communication 
[14], Coordination [18]. A general classification encompassing most of these features 
is shown in figure 2. 

4.1   Internal Architecture 

Based on the internal architecture of the particular individual agents forming the 
multi-agent system, it may be classified as two types: 
 

   1. Homogeneous structure 
   2. Heterogeneous structure 

 

a) Homogeneous Structure 
In a homogeneous architecture, all agents forming the multi-agent system have the 
same internal architecture. Internal architecture refers to the Local Goals, Sensor 
Capabilities, Internal states, Inference Mechanism and Possible Actions [19]. The 
difference between the agents is its physical location and the part of the environment 
where the action is done. Each agent receives an input from different parts of the 
environment. There may be overlap in the sensor inputs received. In a typical 
distributed environment, overlap of sensory inputs is rarely present [20].  
 

b) Heterogeneous Structure 
In a heterogeneous architecture, the agents may differ in ability, structure and 
functionality [21]. Based on the dynamics of the environment and the location of the 
particular agent, the actions chosen by agent might differ from the agent located in a 
different part but it will have the same functionality. Heterogeneous architecture helps 
to make modelling applications much closer to real-world [22].Each agent can have 
different local goals that may contradict the objective of other agents. A typical 
example of this can be seen in the Predator-Prey game [23]. Here both the prey and 
the predator can be modelled as agents. The objectives of the two agents are likely to 
be in direct contradiction one to the other.  
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Fig. 2. Classification of a multi agent system based on the use of different attributes 

4.2   Overall Agent Organization 

a) Hierarchical Organization 
Hierarchical Organization [24] is one of the earliest organizational design in multi-
agent systems. Hierarchical architecture has been applied to a large number of 
distributed problems. In the hierarchical agent architecture, the agents are arranged in 
a typical tree like structure. The agents at different levels on the tree structure have 
different levels of autonomy. The data from the lower levels of hierarchy typically 
flow upwards to agents with a higher hierarchy. The Control Signal or Supervisory 
Signals flow from higher to a lower hierarchy [25]. Figure.3 shows a typical Three 
Hierarchical Multi-Agent Architecture. The flow of control signals is from a higher to 
lower priority agents.  

According to the distribution of  the control between the agents, hierarchical 
architecture can be further classified as being a simple and uniform hierarchy. 
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Simple Hierarchy: In a simple hierarchy [26], the decision making authority is 
bestowed using a single agent of highest level of the hierarchy. The problem with a 
simple hierarchy is that a single point failure of the agent in the highest hierarchy may 
cause the entire system to fail.  

Uniform Hierarchy: In a uniform hierarchy, the authority is distributed among the 
various agents in order to increase the efficiency, fault tolerance having a  graceful 
degradation  in case of single and multi point failures. Decisions are made by agents 
having the appropriate information. These decisions are sent up the hierarchy only 
where there is a conflict of interest between agents in different hierarchy. 

Reference [25], provides an example of a uniform hierarchical multi-agent system 
applied to a urban traffic signal control problem. The objective is to provide a  
distributed control of traffic signal timings. This is to reduce the total delay time 
experienced by vehicles in a road network. A Three Level Hierarchical Multi-Agent 
System where each intersection is modelled as an agent forming the agents at lowest 
hierarchy followed by zonal agents which supervise a group of lower level agents and 
finally a single apex supervisor agent at the top of hierarchy. The agent in the lower 
level of the hierarchy decides on the optimal green time. This is based on the local 
information collected at each of the intersections. The agents at the higher level of the 
hierarchy modify decision of the lower hierarchical agents. From time to time there 
may be a conflict of interest or the overall delay experienced at a group of 
intersections increases due to a selected action.  Here, the overall control is uniformly 
distributed among the agents. A disadvantage is that the amount and the type of 
information which must be transmitted to agents at higher hierarchy. This is a non-
trivial problem which increases as the network size increases.  

 

 
 

Fig. 3. A Hierarchical Agent Architecture 

 
b) Holonic Agent Organization 
A 'Holon' is a stable and coherent similar or fractal structure that consists of several 
'holons' as its sub-structure and is itself a part of a larger framework. The concept of a 
holon was proposed by Arthur Koestler [27] to explain the social behaviour of 
biological species. However, the hierarchical structure of the holon and its 
interactions have been used to model a large organizational behaviours in 
manufacturing and business domains [28][29]. 
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In a holonic multi-agent system, an agent that appears as a single entity to may be 
composed of many sub-agents  bound together by commitments. The sub-agents are not 
bound by a hard constraints or by pre-defined rule but through commitments. These 
refer to the relationships agreed to by all of the participating agents inside the holon.  

Each holon appoints or selects a Head Agent that can communicate with the 
environment or with other agents located in the environment. The selection of the 
head agent is usually based on the resource availability, communication capability 
and the internal architecture of each agent. In a homogeneous multi-agent system, the 
selection can be random and a rotation policy could be employed similar to that used 
with distributed wireless sensor networks. In the heterogeneous architecture, the 
selection is based on the capability of the agent. The holons formed may group further 
in accordance to benefits foreseen in forming a coherent structure. They form 
Superholons. Figure 4.  shows a Superholon formed by grouping two holons. Agents 
A1 and A4 are the heads of the holons and communicate with agent A7. This is the 
head of the superholon. The architecture appears to be similar to that of hierarchical 
organization. However in holonic architecture, cross tree interactions and overlapping 
or agents forming part of two different holons are allowed.  

In recent times, [30] had proved the superiority of the holonic multi-agent 
organization and how the autonomy of the agents increases when in a holonic group. 
The abstraction of the internal working of holons provides an increased degree of 
freedom when selecting the behaviour. A major disadvantage[30-31] is the lack of a 
model or of a knowledge of the internal architecture of the holons. This makes it 
difficult for other agents to predict the resulting actions of the holons.   

 

Fig. 4. An example of Superholon with Nested Holons resembling the Hierarchical MAS 
 

 
c)  Coalitions 
In coalition architecture, a group of agents come together for a short time to increase the 
utility or performance of the individual agents in a group. The coalition ceases to exist 
when the performance goal is achieved. Figure 5. shows a typical coalition multiagent 
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system. The agents forming the coalition may have either a flat or a hierarchical 
architecture. Even when using a  flat architecture, it is possible to have a leading agent 
to act as a representative of the coalition group. The overlap of agents among coalition 
groups is allowed as this increases the common knowledge within the coalition group. It 
helps to build a belief model. However the use of overlap increases the complexity of 
computation of the negotiation strategy. Coalition is difficult to maintain in a dynamic 
environment due to the shift in the performance of group. It may be necessary to 
regroup agents in order to maximize system performance.  

Theoretically, forming a single group consisting of all the agents in the 
environment will maximize the performance of the system. This is because each agent 
has access to all of the information and resources necessary to calculate the condition 
for optimal action.It is impractical to form such a coalition due to restraints on the 
communication and resources.  

The number of coalition groups created must be minimized in order to reduce the 
cost associated with creating and dissolving a coalition group. The group formation 
may be pre-defined based on a threshold set for performance measure or alternatively 
could be evolved online. 

In reference [32], a coalition multi-agent architecture for urban traffic signal 
control was mentioned. Each intersection was modelled as an agent with capability to 
decide the optimal green time required for that intersection. A distributed neuro-fuzzy 
inference engine was used to compute the level of cooperation required and the agents 
which must be grouped together. 

The coalition groups reorganize and regroup dynamically with respect to the 
changing traffic input pattern. The disadvantage is the increased computational 
complexity involved in creating ensembles or coalition groups. The coalition MAS 
may have a better short term performance than the other agent architectures [33]. 

A1

A4
A3

A2

A7

A8

A9

A5

A6

A10

A12A11 Overlap 
coalition

Coalition 2

Coalition 1 Coalition 3

Coalition 4  

Fig. 5. Coalition multi-agent architecture using overlapping groups  
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d) Teams 
Team MAS architecture [34] is similar to coalition architecture in design except that 
the agents in a team work together to increase the overall performance of the group. 
Rather than each working as individual agents. The interactions of the agents within a 
team can be quite arbitrary and the goals or the roles assigned to each of the agents 
can vary with time based on improvements resulting from the team performance. 
Reference [35] , deals with a team based multi-agent architecture having a  partially 
observable environment. In other words, teams that cannot communicate with each 
other has been proposed for the Arthur's bar problem. Each team decides on whether 
to attend a bar by means of predictions based on the previous behavioural pattern and 
the crowd level experienced which is the reward or the utility received associated with 
the specific period of time. Based on the observations made in [35], it can be 
concluded that a large team size is not beneficial under all conditions. Consequently 
some compromise must be made between the amount of information, number of 
agents in the team and the learning capabilities of the agents.  

Large teams offer a better visibility of the environment and larger amount of 
relevant information. However, learning or incorporating the experiences of 
individual agents into a single framework team is affected. A smaller team size offers 
faster learning possibilities but result in sub-optimal performance due to a limited 
view of  the environment. Tradeoffs between learning and performance need to be 
made in the selection of the optimal team size. This increases the computational cost 
much greater than that experienced in coalition multi-agent system architecture. 
Figure 6. shows a typical team based on architecture with partial view. The team 1 
and 3 can see each other but not teams 2 ,4 and vice versa. The internal behaviour of 
the agents and their roles are arbitrary and vary with teams even in  homogeneous 
agent structure. 

 

 
 

Fig. 6. Team based multi-agent architecture with a partial view of the other teams 
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Variations and constraints on aspects of the four agent architecture mentioned 
before can produce other architectures such as federations, societies and 
congregations. Most of these architectures are inspired by behavioural patterns in 
governments, institutions and large industrial organizations. A detailed description of 
these architectures, their formation and characteristics may be found in [34]. 

5   Communication in Multi-Agent System 

Communication is one of the crucial components in multi-agent systems that needs 
careful consideration. Unnecessary or redundant intra-agent communication can 
increase the cost and cause instability. Communication in a multi-agent system can be 
classified as two types. This is based on the architecture of the agent system and the 
type of information which is to be communicated between the agents. In [14], the 
various issues arising in MAS system with homogeneous and heterogeneous 
architecture has been considered and explained by using a predator/prey and by the 
use of robotic soccer games. Based on the information communication between the 
agents [36], MAS can classified as local communication or message passing and 
network communication or Blackboard. Mobile communication can be categorized 
into class of local communication.    

5.1   Local Communication 

Local communication has no place to store the information and there is no 
intermediate communication media present to act as a facilitator. The term message 
passing is used to emphasize the direct communication between the agents. Figure 7. 
shows the structure of the message passing communication between agents. In this 
type of communication, the information flow is bidirectional. It creates a distributed 
architecture and it reduces the bottleneck caused by failure of central agents. This 
type of communication has been used in [25] [37] [38].  

5.2   Blackboards 

Another way of exchanging information between agents is through Blackboards [39]. 
Agent-based blackboards, like federation systems, use grouping to manage the 
interactions between agents. There are significant differences between the federation 
agent architecture and the blackboard communication.  

In blackboard communication, a group of agents share a data repository which is 
provided for efficient storage and retrieval of data actively shared between the agents. 
The repository can hold both the design data as well as the control knowledge that can 
be accessed by the agents. The type of data that can be accessed by an agent can be 
controlled through the use of a control shell.  This acts as a network interface that 
notifies the agent when relevant data is available in the repository. The control shell can 
be programmed to establish different types of coordination among the agents. Neither 
the agent groups nor the individual agents in the group need to be physically located 
near the blackboards. It is possible to establish communication between various groups 
by remote interface communication. The major issue is due to the failure of 
blackboards. This could render the group of agents useless depending on the specific 
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blackboard. However, it is possible to establish some redundancy and share resources 
between various blackboards. Figure 8a. shows a single blackboard with the group of 
agents associated with it. Figure 8b. shows blackboard communication between two 
different agent groups and also the facilitator agents present in each group. 

 

Fig. 7. Message Passing Communication between agents 

 

 
 

(a) 
 

 
(b) 

 
Fig. 8. (a) Blackboard type communication between agents. (b) Blackboard communication 
using remote communication between agent groups. 
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5.3   Agent Communication Language 

An increase in the number of agents and the heterogeneity of the group necessitates a 
common framework to help in proper interaction and information sharing. This 
common framework is provided by the agent communication languages (ACL). The 
elements that are of prime importance in the design of ACL were highlighted in [40]. 
They are the availability of the following. 
 

• A common language and interaction format (Protocol) that can be 
understood by all of the participating agents. 

• A shared Ontology where the message communicated has the same meaning 
in all contexts and follows agent independent semantics. 

 

There are two popular approaches in the design of an agent communication language. 
They are Procedural approach and Declarative approach. In Procedural approach, the 
communication between the agents is modelled as a sharing of the procedural 
directives. Procedural directives shared could be a part of how the specific agents 
does a specific task or the entire working of the agent itself. Scripting languages are 
commonly used in the procedural approach. Some of the most common scripting 
languages employed are JAVA, TCL, Applescript and Telescript. The major 
disadvantage of the procedural approach is the necessity of providing information on 
the recipient agent which in most cases is not known or only partially known. In case 
of making a wrong model assumption, the procedural approach may have a 
destructive effect on the performance of the agents. The second major concern is the 
merging of shared procedural scripts into a single large executable relevant script for 
the agent. Owing to these disadvantages, the procedural approach is not the preferred 
method for designing agent communication language. 

In the declarative approach, the agent communication language is designed and 
based on the sharing of the declarative statements that specifies definitions, 
assumptions, assertions, axioms etc. For the proper design of an ACL using a 
declarative approach, the declarative statements must be sufficiently expressive to 
encompass the use of a wide-variety of information. This would increase the scope of 
the agent system and also avoid the necessity of using specialized methods to pass 
certain functions. The declarative statements must be short and precise as to increase 
in the length affects the cost of communication and also the probability of information 
corruption. The declarative statements also needs to be simple enough to avoid the 
use of a high level language. This means that the use of the language is not required to 
interpret the message passed. To meet all of the above requirements of the declarative 
approach based ACL, the ARPA knowledge sharing effort has devised an agent 
communication language to satisfy all requirements.  

The ACL designed consists of three parts [41]: A Vocabulary part,  "Inner 
language"  and "Outer language". The Inner language is responsible for the translation 
of the communication information into a logical form that is understood by all agents. 
There is still no consensus on a single language and many inner language 
representations like KIF (Knowledge Interchange Format)[42], KRSL, LOOM are 
available. The linguistic representation created by these inner languages are concise, 
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unambiguous and context-dependent. The receivers must derive from them the 
original logical form. For each linguistic representation, ACL maintains a large 
vocabulary repository. A good ACL maintains this repository open-ended so that 
modifications and additions can be made to include increased functionality. The 
repository must also maintain multiple ontology’s and its usage will depends on the 
application domain.  

Knowledge Interchange Format [43] is one of the best known inner languages and 
it is an extension of the First-Order Predicate Calculus (FOPC). Some of the 
information that can be encoded using KIF are simple data, constraints, negations, 
disjunctions, rules, meta-level information that aids in the final decision process. It is 
not possible to use just the KIF for information exchange as much implicit 
information needs to be embedded. This is so that the receiving agent can interpret it 
with a minimal knowledge of the sender's structure. This is difficult to achieve as the 
packet size grows with the increase in embedded information. To overcome this 
bottleneck, a high level language that utilizes the inner language as its backbone were 
introduced. These high-level languages make the information exchange independent 
of the content syntax and ontology. One well known Outer language that satisfies this 
category is the KQML (Knowledge Query and Manipulation Language) [44]. A 
typical information exchange between two agents utilizing the KQML and KIF agent 
communication language is as follows. 

 

   (ask  :Content (geolocation lax(?long ?lat)) 

                  : language KIF 

               :ontology STD_GEO 

             : from location_agent 

          : to  location_server 

             : label Query- "Query identifier") 

              (tell : content "geolocation(lax, [55.33,45.56])" 

         : language standard_prolog 

     : ontology STD_GEO) 

The KQML is conceived as both message format and message handling protocol to 
facilitate smooth communication between agents. From the above example provided, 
it can be seen that KQML consists of three layers (Figure 9): A communication layer 
which indicates the origin and destination agent information and query label or 
identifier, a message layer that specifies the function to be performed (eg: In the 
example provided, the first agent asks for the geographic location and the second 
agent replies to the query), and a content layer to provide the necessary details to 
perform the specific query.  



 An Introduction to Multi-Agent Systems 15 

 
 

Fig. 9. KQML - Layered language structure 

 
In KQML, the communication layer is at a low level and packet oriented. A stream 

oriented approach is yet to be developed. The communication streams could be built 
on TCP/IP, RDP, UDP or any other packet communication media. The content layer 
specifies the language to be employed by the agent. It should be noted that agents can 
use different languages to communicate with each other and interpretation can be 
performed locally by higher level languages.  

6   Decision Making in Multi-Agent System 

Multi-agent decision making is different from a simple single agent decision system. 
The uncertainty associated with the effects of a specific action on the environment 
and the dynamic variation in the environment as a result of the action of other agents 
makes multi-agent decision making a difficult task. Usually the decision making in 
MAS is considered as a methodology to find a joint action or the equilibrium point 
which maximizes the reward received by every agent participating in decision making 
process. The decision making in MAS can be typically modelled as a game theoretic 
method. Strategic game is the most simplest form of decision making process.  Here 
every agent chooses its actions at the beginning of the game and the simultaneous 
execution of the chosen action by all agents. 

A strategic game [45][46] consists of 

• a set of players - in multi-agent scenario, the agents are assumed to 
be the players 

• For each player, there is a set of actions 
• For each player, the preferences over a set of action profiles 

There is a payoff associated with each of the combination of action values for the 
participating players. The payoff function is assumed to be predefined and known in 
the case of a simple strategic game. It is also assumed that the actions of all agents are 
observable and is a common knowledge available to all agents. A solution to a 
specific game is the prediction of the outcome of the game making the assumption 
that all participating agents are rational. 
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The prisoner's dilemma is a best case for demonstrating the application of game 
theory in decision making involving multiple agents. The prisoner's dilemma problem 
can be states as 

Two suspects involved in the same crime are interrogated independently. If both the 
prisoner's confess to the crime, each of them will end up spending three years in 
prison. If only one of the prisoner confesses to the crime, the confessor is free while 
the other person will spend four years in prison. If they both do not confess to the 
crime, each will spend a year in prison. 

This scenario can be represented as a strategic game. 

Players:  Two suspects involved in the crime 

Actions: Each agent's set of actions is {Not confess, confess} 

Preferences: Ordering of the action profile for agent 1, from best to worst case 
scenario, is {confess, Not confess}, {Not Confess, Not confess}, {Confess, Confess} 
and {Not confess, Confess}. Similar ordering could be performed by agent 2. 

A payoff matrix that represents the particular preferences of the agents needs to be 
created. Simple payoff matrix can be u1{Confess, Not confess} =3, u1{Not confess, 
Not confess}=2. u1{Confess, Confess}=1, u1{Not confess, confess}=0.  Similarly the 
utility or payoff for agent 2 can be represented as u2{Not confess, confess}=3, u2(Not 
confess, Not confess}=2, u2{confess, Not confess}=0 and u2{confess, confess}=1.  
 

The reward or payoff received by each agent for choosing a specific joint action can 
be represented in a matrix format called as payoff matrix table. The problem depicts a 
scenario where the agents can gain if they cooperate with each other but there is also a 
possibility to be free if a confession is made. The particular problem can be 
represented as a payoff matrix as shown in Figure 10. In this case it can be seen that 
the solution "Not confess" is strictly dominated. By strictly dominated solution, it 
means that a specific action of an agent always increases the payoff of the agent 
irrespective of the other agents actions.  

 
  Agent 2 

  Not Confess Confess 

Not confess 2,2 0,3 
Agent 1 

Confess 3,0 1,1 

   
Fig. 10. Payoff matrix in the Prisoner's Dilemma Problem 

 
However, there can be variations to the prisoner's dilemma problem by introducing 

an altruistic preference while still calculating the payoff of the actions. Under this 
circumstance, there is no action strictly dominated by the other. 
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6.1   Nash Equilibrium 

To obtain the best solution based on the constructed payoff matrix, the most common 
method employed is the Nash Equilibrium. Nash Equilibrium [47] can be stated as 
follows 

A Nash Equilibrium is an action profile a* with the property that no player i can do 
better by choosing an action different from a* of i, given that every other player 
adheres to a* of j. 

In the most idealistic conditions, where the components of the game are drawn 
randomly from a collection of populations or agents, a Nash equilibrium corresponds 
to a steady state value. In a strategic game, there always exists a Nash equilibrium but 
it is not necessarily a unique solution.  Examining the payoff matrix in Figure. 11 
shows that {confess, confess} is the Nash equilibrium for the particular problem. The 
action pair {confess, confess} is a Nash equilibrium because given that agent 2 
chooses to confess, agent 1 is better off choosing confess than Non confess. By a 
similar argument with respect to agent 2 it can be concluded that {confess, confess} is 
a Nash Equilibrium. In particular, the incentive to have a  free ride on confession 
eliminates any possibility of selecting mutually desirable outcome of the type {Not 
Confess, Not Confess}. If the payoff matrix could be modified to add value based on 
the trust or reward to create altruistic behaviour and feeling of indignation, then the 
subtle balance that exists shifts and the problem would have a multiple number of 
Nash equilibrium points as shown in Figure 11.   

 
  Agent 2 

  Not Confess Confess 

Not confess 2,2 -2,-1 
Agent 1 

Confess -1,-2 1,1 

   
Fig. 11. Modified Payoff matrix in the Prisoner's Dilemma Problem 

 
In this particular case, there are no dominated solution and multiple Nash 

equilibrium would exist. To obtain a solution for the type of problem the coordination 
between the agents is an essential requirement. 

6.2   The Iterated Elimination Method 

The solution to the Prisoner's dilemma problem can also be obtained by using the 
iterated elimination method [48]. In this method, the strongly dominated actions are 
iteratively eliminated until no more actions are strictly dominated. The iterated 
elimination method assumes that all agents are rational and it would not choose a 
strictly dominated solution. This method is weaker than the Nash equilibrium as it 
finds the solution by means of a algorithm. Iterated elimination method fails when 
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there are no strictly dominated actions available in the solution space. This limits the 
applicability of the method in multi-agent scenario where mostly weakly-dominated 
actions  are encountered. 

7   Coordination in Multi-Agent System 

Coordination is the central issue in the design of multi-agent systems. Agents are 
seldom stand-alone systems and usually involve more than one agent working in 
parallel to achieve a common goal. When multiple agents are employed to achieve a 
goal, there is a necessity to coordinate or synchronize the actions to ensure the 
stability of the system. Coordination between agents increases the chances of 
attaining a optimal global solution. In [49] major reasons necessitating coordination 
between the agents were highlighted. The requirements are 
 

• To prevent chaos and anarchy 
• To meet global constraints 
• To utilize distributed resources, expertise and information 
• To prevent conflicts between agents 
• To improve the overall efficiency of the system 

 

Coordination can be achieved by applying constraints on the joint action choices of 
each agent or by utilizing the information collated from neighbouring agents. These 
are used to compute the equilibrium action point that could effectively enhance the 
utility of all the participating agents. Applying constraints on the joint actions requires 
an extensive knowledge of the application domain. This may not be readily available. 
It necessitates the selection of the proper action taken by each agent. It is based on the 
equilibrium action computed. However, the payoff matrix necessary to compute the 
utility value of all action choices might be difficult to determine. The dimension of 
the payoff matrix grows exponentially with the increasing the number of agents and 
the available action choices. This may create a bottleneck when computing the 
optimal solution.  

The problem of this dimensional explosion can be solved by dividing the game into 
a number of sub-games that can be more effectively solved. A simple mechanism 
which can  reduce the number of action choices is to apply constraints or assign roles 
to each agent. Once a specific role is assigned, the number of permitted action choices 
is reduced and are made more computationally feasible. This approach is of particular 
importance in a distributed coordination mechanism. However, in centralized 
coordination techniques this is not a major concern as it is possible to construct belief 
models for all agents. The payoff matrix can be computed centrally and provided to 
all of the agents as shared resource. The centralized coordination is adopted from the 
basic client/server model of coordination. Most of the centralized coordination 
techniques uses blackboards as a way in which to exchange information. Master agent 
schedules of all the connected agents are required to read and write information from 
and to the central information repository. Some of the commonly adopted 
client/server models are KASBAH[50] and MAGMA[51]. The model uses a global 
blackboard to achieve the required coordination. Disadvantage in using the 
centralized coordination is that of system disintegration resulting from a single point 
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failure of the repository or of the mediating agent. Further use of the centralized 
coordination technique is contradictory to the basic assumption of DAI[52][49].  

7.1   Coordination through Protocol 

A classic coordination technique among agents in a distributed architecture is through 
the communication protocol. Protocol is usually in high level language which 
specifies the method of coordination between the agents and is a series of task and 
resource allocation methods. The most widely used protocol is the Contract Net 
Protocol [53] which facilitates the use of distributed control of cooperative task 
execution. The protocol specifies what information is to be communicated between 
the agents and the format of the information of dissemination is handled by the 
protocol. A low-level communication language such as KIF that can handle the 
communication streams is assumed to be available. The protocol engages in 
negotiation between the agents to arrive at an appropriate solution. The negotiation 
process must adhere to the following characteristics 
 

1. Negotiation is a local process between agents and it involves no central 
control 

2. Two way communication is available between  all participating agents exists 
3. Each agent makes its evaluation based on its own perception of the 

environment 
4. The final agreement is made through a mutual selection of the action plan 

 

Each agent assumes the role of Manager and Contractor as necessary. The manager 
essentially serves to break a larger problem into smaller sub-problems and finds 
contractors that can perform these functions effectively. A contractor can become a 
manager and decompose the sub-problem so as to reduce the computational cost and 
increase efficiency. The manager contracts with a contractor through a process of 
bidding. In the bidding process, the manager specifies the type of resource required 
and a description of the problem to be solved. Agents that are free or idle and have the 
resources required to perform the operation submits a bid indicating their capabilities. 
The manager agent then evaluates the received bids, chooses an appropriate 
contractor agent and awards the contract. In case of non-availability of any suitable 
contracting agent, the manager agent waits for a pre-specified period before 
rebroadcasting the contract to all agents. The contracting agent may negotiate with the 
manager agent seeking an access to a particular resource as a condition before 
accepting the contract.  

The FIPA model [54] is the best example of an agent platform that utilizes the 
contract net protocol to achieve coordination in between the agents.  FIPA - 
Foundation for Intelligent Physical Agents is a model developed to standardize agent 
technology. The FIPA has its own ACL (Agent Communication Language) that 
serves as the backbone for the high-level contract net protocol.  

Disadvantage of the protocol based coordination is the assumption of the existence 
of an cooperative agent. The negotiation strategy is passive and does not involve any 
punitive measures which attempts to force an agent to adopt a specific strategy. 
Usually a common strategy is achieved through iterative communications where the 
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negotiation parameters are modified progressively to achieve equilibrium. This makes 
the contract net protocol to be communication intensive. 

7.2   Coordination via Graphs 

Coordination graphs were introduced in [55] to serve as a framework to solve large 
scale distributed coordination problems. In coordination graphs, each problem is sub-
divided into smaller problems that are easier to solve. The main assumption with 
coordination graphs is that the payoffs can be expressed as a linear combination of the 
local payoffs of the sub-game. Based on this assumption, algorithm such as variable 
elimination method can compute the optimal joint actions by iteratively eliminating 
agents and creating new conditional functions that compute the maximal value the 
agent can achieve given the action of other agents on which it depends. The joint 
action choice is only known after the completion of the entire computation process, 
which scales with the increase in agents and available action choices and is of concern 
in time critical processes. An alternate method using max-plus which reduces the 
computation time required was used in [56]. This was to achieve coordination in 
multi-agent system when applied to urban traffic signal control.  

7.3   Coordination through Belief Models 

In scenarios where time is of critical importance, coordination through protocols fail 
to succeed when an agent with a specific resource to solve the sub-problem reject the 
bid. In such scenarios, agents with an internal belief model of the neighbouring agents 
could solve the problem. The internal belief model could be either evolved by 
observing the variation in the dynamics of the environment or developed based on 
heuristic knowledge and domain expertise. When the internal model is evolved, the 
agent has to be intelligent enough to differentiate between the change in environment 
due to other agent actions and natural variations occurring in the environment. In [20] 
[38], a heuristics based belief model has been employed to create coordination 
between agents and to effectively change the green time. In [57], evolutionary 
methods combined with neural networks have been employed to dynamically 
compute the level of cooperation required between the agents. This is based on the 
internal state model of the agents. The internal state model was updated using 
reinforcement learning methods.  

A disadvantage using the coordination based on belief model for the agents is an 
incorrect model could cause chaos due to the actions selected. 

8   Learning in a Multi-Agent System 

The learning of an agent can be defined as building or modifying  the belief structure 
based on the knowledge base, input information available and the consequences or 
actions needed to achieve the local goal [58]. Based on the above definition, agent 
learning can be classified into three types. 
 

   1. Active learning 
   2. Reactive learning 
   3. Learning based on consequence 
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In active and reactive learning, the update of the belief part of the agent is given 
preference over an optimal action selection strategy as a better belief model could 
increase the probability of the selection of an appropriate action. 

8.1   Active Learning 

Active learning can be described as a process of analysing the observations to create a 
belief or internal model of the corresponding situated agent's environment. The active 
learning process can be performed by using a deductive, inductive or probabilistic 
reasoning approach. 

In the deductive learning approach, the agent draws a deductive inference to explain 
a particular instance or state-action sequence using its knowledge base. Since the result 
learned is implied or deduced from the original knowledge base which already exists, 
the information learnt by each agent is not a new but useful inference. The local goal of 
each agent could form a part of the knowledge base. In the deductive learning approach, 
the uncertainty or the inconsistency associated with the agent knowledge is usually 
disregarded. This makes it not suitable for real-time applications.  

In an inductive learning approach, the agent learns from observations of state-
action pair. These viewed as the instantiation of some underlying general rules or 
theories without the aid of a teacher or a reference model. Inductive learning is 
effective when the environment can be presented in terms of some generalized 
statements. Well known inductive learning approaches utilize the correlation between 
the observations and the final action space to create the internal state model of the 
agent. The functionality of inductive learning may be enhanced if the knowledge base 
is used as a supplement to infer the state model. The inductive learning approach 
suffers at the beginning of operation as statistically significant data pertaining to the 
agent may not be available. 

The probabilistic learning approach is based on the assumption that the agent 
knowledge base or the belief model can be represented as probabilities of occurrence 
of events. The agent's observation of the environment is used to predict the internal 
state of the agent. One of the best examples of probabilistic learning is that of the 
Bayesian theorem. According to the Bayesian theorem, the posterior probability of an 
event can be determined by the prior probability of that event and the likelihood of its 
occurrence. The likelihood probability can be calculated based on observations of the 
samples collected from the environment and prior probability can be updated using 
the posterior probability calculated in the previous time step of the learning process. 
In a multi-agent scenario where the action of one agent influences the state of other 
agent,  the application of using the probabilistic learning approach is difficult. This 
stems from the major knowledge requirement of the joint probability of actions and 
state space of different agents. With an increase in the number of agents, it is difficult 
in practice to calculate and infeasible computationally. The other limitation is the 
limited number of the sample observations available to estimate the correct trajectory. 

8.2   Reactive Learning 

The process of updating a belief without having the actual knowledge of what needs 
to be learnt or observed is called as Reactive Learning. This method is particularly 
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useful when the underlying model of the agent or the environment is not known 
clearly and are designated as black box. Reactive learning can be seen in agents which 
utilize connectionist systems such as neural networks. Neural networks depend on the 
mechanism which maps the inputs to output data samples using inter-connected 
computational layers. Learning is done by the adjustment of the synaptic weights 
between the layers. In [59], reactive multi-agent based feed forward neural networks 
have been used and its application to the identification of non-linear dynamic system  
have been demonstrated.  In [60] many other reactive learning methods such as 
accidental learning, go-with-the-flow, channel multiplexing and a shopping around 
approach have been discussed. Most of these methods are rarely employed in a real 
application environment as they depend on the application domain. 

8.3   Learning Based on Consequences 

Learning methods presented in the previous sections were concerned with 
understanding  the environment based on the belief model update and analysis of 
patterns in sample observations. This section will deal with the learning methods 
based on the evaluation of the goodness of selected action. This may be performed by  
reinforcement learning methods.  

Reinforcement learning is a way of programming the agents using reward and 
punishment scalar signals without specifying how the task is to be achieved. In 
reinforcement learning, the behaviour of the agent is learnt through trial and error 
interaction with the dynamic environment without an external teacher or supervisor 
that knows the right solution. Conventionally, reinforcement learning methods are 
used when the action space is small and discrete. Recent developments in 
reinforcement learning techniques have made it possible to use the methods in 
continuous and large state-action space scenarios too. Examples of applications using 
reinforcement learning techniques in reactive agents are given in [61] [62].  

In reinforcement learning [63], the agent attempts to maximize the discounted 
scalar reward received from the environment over a finite period of time. To represent 
this, an agent is represented as a Markov Decision Process.  

 

• A discrete number of states  s ∈S   
• A discrete set of actions a ∈ A   
• State transition probability  p(s ' | s,a)  

• Reward function    R : SXA → ∞   

The reward function can be written as R = γ t R(s
t
,a

t
)

t =0

∞

∑ . The objective is to 

maximize this function for a given policy function. A policy is a mapping from the 
state to the action values. The optimal value of a specific state s can be defined as the 
maximum discounted future reward which is received by following a specific 
stationary policy and can be written as  
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The expectation operator averages the transition values. In a similar manner the Q 
value can be written as 

Q * (s,a) = max
π

E γ t R(s
t
,a

t
)

t =0

∞

∑ | s
0

= s,a
0

= a
⎡

⎣
⎢

⎤

⎦
⎥               (2) 

The optimal policy can then be determined as argmax of the Q-value. To compute the 
optimal value function and the Q-value, the Bellman equation (3) and (4) is used. The 
solution to Bellman equation can be obtained by recursively computing the values 
using dynamic programming techniques. However, the transition probability values 
are difficult to obtain. Therefore the solution is obtained iteratively by using the 
temporal difference error between the value of successive iterations as shown in (5) 
and (6). 

 V *(s) = max
π

R(s,a) + γ p(s ' | s,a)V * (s ')
s '
∑⎡

⎣
⎢

⎤

⎦
⎥          (3) 

 
  
Q * (s,a) = R(s,a) + γ p(s ' | s,a)V (s ')

s '
∑      (4) 

 
  
V (s) ← V (s) + α r + γV (s ') − V (s)⎡⎣ ⎤⎦    (5) 

  
Q(s

t
,a

t
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a '
Q(s ',a ') − Q(s,a)⎡

⎣
⎤
⎦

           (6) 

 

The solution to (6) is referred to as the q-learning method. The Q-value computed for 
each state action pair is stored in Q-map and is used to update the Q-values. Based on 
the Q-values, the appropriate actions are selected. The major disadvantage is that the 
exploration and exploitation trade-off must be determined. To build an efficient  
Q-map, it is essential to compute the Q-values corresponding to all the state-action 
pair. The convergence is guaranteed if all the state-action pairs have been visited 
infinite number of times (theoretical).  

In single agent RL, the convergence and methodologies are well defined and 
proven. In a distributed MAS, the reinforcement learning method faces the problem of 
combinatorial explosion in the state action pairs. Another major concern is the 
information must be passed between the agents for effective learning. In [64], 
distributed value function based on RL has been described. A complete survey of 
reinforcement learning can be found in [65].  

9   Conclusion 

In this chapter, a brief survey of the existing architectures, communication 
requirements, coordination mechanism, decision making and learning in multi-agent 
systems have been presented. Rapid advances made in multi-agent system have 
created a scope for applying it to several applications that require distributed 
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intelligent computing. The communication mechanism, coordination strategies and 
decision making are still in development stages and may offer a greater scope for 
further improvement and innovation. The increase in computing power has further 
increased the scope of MAS employability in real-world applications. These include 
many applications such as grid computing, robotic soccer, urban traffic signal control.  
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